
 

Def A set G of elements with an operation t GxG G
is called a group if the following properties hold

ar Associativity Va b c e G i atb cc a bae

GL Identity element Fe cG kgG G eeg gee g
31 Inverse elements Va c G F b e G a b bta e

The group is called a commutative group Abelian group if
we have additionally that

a4 ka b E Gi atb bta

Examples IR
h t is a prep

Irt o n

D o is not a group

Sn IT r u fi It is bijective

0 i Sn tSh Sh et oitz i IT Ez i

sup is a group

Defy A set F with two operations t i Fa F F is

called a field if the following properties hold

Fa F t is a comumhahir prop with identity element0

FL F o o is a commutative group with id U 1

31 Distributivity ta b c c F i a btc a b t a c

Examplisi IR t

E t

2 I

 

VectorspaceS2

 

do a

 



n E Z consider In o l u l

a en b i at b inod n

a unb i a b mod in

Them Zu tu n is a field if and only if
u is prime

Def let F be a field with i'd elements 0 and 1

A vector space over the field F is a Hh Sef Voids a

mapping Ver V vector addition and a mopping

Fav V scalar multiplication such Mah

un V t is a commutative group

V2 Multiplicative identity A c V 1 v v

3 Dirhibulin properties Kalb E F F u v e V

a fut v a u t a

at b u a at b u

Elements of V are called vectors elements of Fare

called scalars

E es i

112 with the standard operations

Funchbu spaces

Rt f X s R the spaceof all real valued fobs

on a set X Deline

i IR R it Lf g cry fo e g ex

I
thro

n



i f g
i 112 112 7 HE X f x is a fat

Then IR t e is a real vector space

E X f X Rf f is continuous

Er a b ffi Ea b R I f is r times coat

differentiable

m a e



 

Det Let V be a vector space U c V non emptyset

We call U a subspace of V if it is closed under linear

combinations tf 1 µ C F tu ve V i l ut µ v E U

Example e X is a subspace of H2

The set 5 of symmetric matrices of rice uan

is a subspace of 112

Det V vector graceful ow F un I uh C V da tu c F

Then dini is called a linearcombinate The set

of all tin
comb of us u is called the space

linear Wwa of us um Notation

span un un En ti ai I ti E F

The set Ui fun un is the generator of spam ul

Def A set of
vectors 4 rn is called linearly independent

if the following
holds

n

E di Vi O In i ta O
isn

Examples the rectors fo 1,3 e Es ar liu indy

The functions since and cos x R are liu old

Any at of deal vectors in Rd is Liu dependent

D
Ba

Tr

as

an



Def A subat B of a rectorspace V is called a

Hamel basis if

B1 Span CBI V

2 B is fin independent

Exagple
The canonicalbasis of IR is F 1

Another basis of M is givin by

i in l L

PropositionilfU funnyun3spausaVSVilhenittleset
uoau abaaiofV.ee

Pred If U is already linindi done

If he is dependent there ee a e U that is a Wh count

of the our vectors in U We remove it

Keep on doing
while remaining at is liu Ind

Def A Us is called fin h dim it it has a finite basis

qop
Tetuu.mil beaTeuin.in ader

V be a finah dim US then U can be aherded to a bar's

g
PI Cheetah Let we Ww be a ban's of V Conoidu he set

I

Basidimensin

Bae

dH

uut.ph



un au Wi win Remove vectors from the end

until the remaining vectors are tin independent

remedy at span
V

remaining rt is live incl by co shr

o u contains U gµ

let U be a finite dim US then any two bases

of V have the same length

Bet the length of a basis of a finite dim US is

called the diner of V

Def Consider Us Um subspaces of U the

Dff Assume that we have Un Uz subspaces of V

The sum of the two spaces is defined as

Unt Uz UT uz Iue E Un uz C Uz

The sum is called a direct rum if each element

in the sum can be written in exactly one way
Notation Un Uz

Thurmmunmmununu
I

L



2

Props Suppon V is finite dins and UCV is a subspace

Then there leists a subspace W c rude that U W V

Proof dutch let theset fan un basis of of U

Extend it to a basis of V say the much'y teh

is ur uh hi um Deline

mu W

W spanfern arm



 

Deff Let U V VS on F A mapping T U V is

nailed linear if V U.az E U f t e F

f untied fount fear

f tan i f curl
the set of all linear mypinp from

U t V is denoted LCU V

If U V then we write L ul

tramps T E a b R f t feel de Luhmann

Di La a b E Ca b f n f Differentiation

Def T e LIU V Then h of T nuUspace of T

is defined as

her T nullCT u e U I Ta s O

Prof her CT is a subspace of U

T injective iff her T fo

Defy The range of T image of T is defined as

range T Im CT Tu I n e U

Props The range is always a subspace of V

T is surjective if range T V

LinearMapping

I

p



Fed V c V V any set The pima de V is definedas

T n v in fu cUl Tu E V

Prod If V c V is a subspace of V then T t v is

a subspace of U

ran

theorem let V be finite dim W any VS T e L Ch w

Let us uh be a basis of her i c

let up wm be a basis of Raup T c W

Then us nu T n
un n win c V form

a basis of V

In particular dim VI dim her il t dim range i

Proof Denote T n
wn za T n

win zu



a

I in

hpI Vc span Up Un Zn 2 in

Let v E V consider Tv e ranee CTI

Fin din s t

Ir dawn t t dm Wm

d TCH t t tu Tem

T d z t t Im 2 ur

Tv T Agent t lur em O

T v Hn 2 t t 1m2cm

C her T

F ya un s t V fly 2n t t Iman p U t
Yuan

v in 2 at t tutin t fru
t t

Yu Un



ftp.uni iuuizyir yzmarliu.iuo

Assume that ya un t tYuun t da ti t 1dm am O
mm mm

1 w t 1 himwin In Tl 2 it t im TCzm
mum

In 1 Carl t 1dm'T zu t p T un t In T an

T trent t du tu t mu t tf un O

0 by

in wet 1 Awww O In Am_Ownwin
basis

ya n e Nuun D by

p Nu O because un u baa's

D8

PI T E Lch w V W finih dim Then the following

three statements are equivalent

Lil T injective

ii T surjective

Ciii T bijective

Prost Direct consequence of theorem

T
T
E M pm

E



Does not hold in D dim spaces



 

Matricesaudlinearing
Notation i n coli

ai'll i cain

consider T E L V W V W finite dim

let un v be a basis of V

Wii win a ban's of W

V s da v t t turn
1 v T t.vn i i turn

d T v I t n t da t un

Each image vector Tcu can be eepressed in bas's wa wm

there e ist coefficients anj 1 am s t

ITCvjl anjwnt n

tam.com



we now shave these coefficients in a matrix

matrix of mopping T

o c L i
ban's vector

Vn Vu f V
of w

wg Wun of W
adj

in cols one for each

basis vector of

Nohah Let T V w be linear let D a basisof V

E basis of W We denote by

M T B e

the mafia corresponding to T wrt baces Baud E

couuuientpw.ch ofmatrices let V W vector spaces

consider the ban's fixed Let S T e L V w

µ set MCs x M T

M is arcs

For V t un i i turn we have that

1 v MCT Ifn when vi un is Dan's of V
in

imageof V
under T matrix vector

product



In
imageof matrix vector
undert product

T h SV S V 1W linear then

M Sot M S M CT

Det Given a matrix A ai e Emm the

transpose matrix is given as

Attn Ain
a µ At

Notation At A

If F Eas E then the conjugakte matrix is

defined
At aj

Ali aii

e at Ib
I a ib

r
Prod Assume F is IR then

e Ay Late y
112 112

Tommazz

A



Assume F E Then

C r Ay
cn

Atx y ga

L



 

luwtibkmpsaudmatn.ee

Det T E Liv w is called invertible if there exists

a linear map S e Ll W V such that

Sot Tdr and To S Idw

the map 5 is called the inwse of T denoted by T
h

Rein tuna mops are unique

Prope A linear mop is inwhible if it is icy and surj

Proof invertible injective

suppose
Tcu Then T T ul

E T n
tr injective

Invertible surjective w e w Then

w T M T n wi w c range of T

rurje.hu

iujdsurj siuwh.be

Let we W There exists unique ve s th T Cult W

Define the mapping S w Clearly hace told
Let ve V Then T Sot v

Tos Tr Tolo Tv Tv

so Tlr v S d

if



Linearity T Swa x Swz TI wa t Tsu z

Un twz
T map SwatSwz t wit wz

f wreak t wit wz

s wa wz SwatSwz

Similarly for realw much I

tuna

DeI A square matrix A c F is invertible if there eeids

a square matrie B G
F such that

A B B A Td e f ion

The matrix B is called the iana matrix and is denoted

by A 1

Prop The inurn matrie represents the Innu of the con Liu

wpp that is T v V

MC I M 11
matrixofCinnamap inna matrie of the originalMatia

particular a matrix is invertible iff the con up

is invertible



is invertible

i

The inurn Watie does not always exist

ft Y
n A AB

n
B A

I

At invertible A invertible

G4 ft y

Ain G F invertible s rank AI h

the set of all inwhible matrices is called general

linen group i

GL Cu F A C f A invertible

Amodio



 

chaugeof.ba

Consider the identity upping T V V e r x

Assume we fix a basis of both on source and haget

space then the con Mah't Cooler as follows

MCT B B e j 9

Now consider it fan au and B be ibn both

bases on V How does the matrix of the id mapping

V A V B look like

Because 8 is basis we can write each of the vectors in k

ar liu comb

a ftnbnttznbzt nttn.by
d z E

Now we form the corn matrix T

in

Gig
tun bun



This matrix represents the Identity

W the ban's it the first basis vector an has the

representation

a a a o.az io.az to an

T

ftIi
this rector gives us Tan in

eprseed in ban's 8

a ten by t t tu bu an

T an an

Prof let A D be two bans of V Then the matrices

M Jd it 8 and M Ted I A are invertible

and each is the inverse of each other

Pry let it D be two bans Consider the transformation matrix

A M l Id H B and t n M Jd D Al

let T V i v linear and X M CT et et Then

TtA represents the T in basis D that is

4 MCT B B



Jd map

V Alt matier V B

mopping T matriek up T matrix4

v Al edit v Dl
matrix A



 

Raukofamat

Def A E F The column rank of Ais

dim span column vectors of A 1

the row rank is defined accordingly

Prod for a matrix the row and column rank

always coincide We now call it the raid of thematrix

Prep T e L V W Then Rauh MCT dim rangeCTD



 

Quotients
Def Consider a sets A subset Re 5 5 is called an

equivalence relation ou S if t x t e S i

it Cx e E R reflexivity

EL x yl c R yet C R symmetry

E3 x y c R eat C R x z c R transitivity

Notation Cr yl c R s e n y

V US W C V subspace

u v u e W

Exaine Consider the space L R of all functions fi lR R

that are Lebesgue integrable Define

f ng f g almost everywhere

KI the equivalence class of an element a C S

wudu equivalence relation is defined as

a best bra

top Two equivalence classes a and b are either

identical or disjoint



Consequence Au equ relation o S results in a disjoint

partition of equivalence classes

Constructing quotient spaces i

V VS W c V subspace equivalence relation

nu v U C W

Denote the equivalence classes as v

Observe the ego classes have the form

v s v t W u e S Fw CWine crew

new two w c v

Define the quotient space as

Vfw i as I ve v

a Cv i s iv

These operations are ed

suppose v n v i e v e Ev Cv cu



u n u

v t u u t u

our s F we w v v e w

u n u f S F WN c Wi u u e WN

It u utu g Vtu N v tu

v'T t a'T v tu
tu v't u

v e u u l E w
w in
w f

similarly for realer uruk

w t is a vector space exercise

trop Consider g V Vfw v t v then

g is linear

her g W

range g Vfw

If V has finite alien then dim Vfw dim V din W



 

The determinant

Def Consider a linear mopping D F F Then d

is called a if i

N d is linear in each column of the matrix

Let A be a matrix with columns an au µ4
Courier column ai assume ai ai ni ai for
some ai ai e F Then it holds that

det d n n au

det Ca a aut t det Ca i ai au

deffCan Lai an t detfan ai au

2 d is alternating if A has two identical columns

their def A O

43 d is uormed det o 1

Theory The mapping d exists and is unique

Based on Del D2 1037 we can now prove many important properties

f Me determinant



The determinantof an linear upping does uit depend on the

basis

det Cc A ch der A

Det A B e detAI def B

der At defeat

det A I elder CA if A is invertible

A invertible def A to

det At B at det Att det CB

if A is upper triangular that is

a
u

then def A dy du

Explicit formulas for the determinant

Leibniteformula2 Denote by 5h the set of all permutations

of 1 u then

del A I an.cn anan
_oc sign of a Trieu inall permutations pumuhahien thematrix



Speciale
n det a a

det X an an an an

deaf a detail b.at dgti
c det dg en

u general there exists theformulaoftoplacem that

epresces the determinant of an urn matrix as a liu comb

of det of many Ca ite n al submatrices

Geometricinhuition

Courier an urn watirie A with columns as far au A

Cough the unit cube U c en t t cuen l O E c En

t E HIFI17 an

U P arena t t cu au O E Cit r parallelotope



lthenderctlgivesusthefsigu.atvilumeof

intuition p

EE HEE
in

vol ul A rollpit in 12.1

Det Al product of eigenvalues in iz ly

voi th changes by date 1g

Applicants

Proposition IC IR open adat 6 R 112 differentiable

f r Cri 7 R Then
derivative linear

Ice fondue If local ldetf.fildI
volume volume elemet

element

Intuition G differentiable that is we can locally on a small

ball 13 around x approximate 6 by a linear function
µ

g

i
iz

B



2In In
Zen 2 xp

vol oca k vol toilet B7

2 lout o all vol CB

Sustihution y 641

fan voi ran x f Ties Iderlohill voice
w

dy da

fry dy n forces ldetok.it de



 

Eigenvalues

Def let T V s V A scalar d c F is called an

eigenvalue if there exists a v c V v 1 0

such that Tv iv A vector vet 0 with this

property is called au eigenvector corresponding to

eigenvalue 1 The set of all eigenvectors of 1 is

called the E h T her T AI

Tv Xv
Remarks

a Tv tu O
Eigenvaluefeipuncher realizes a streaking

Tv a Iv O
V 1 7 1

Many mappings do not have eigenvectors
T t 1 v O

for example a rotation

If 1 is an eigenvalue it has many eigenvectors

For eeauple if v is eigenvector their also

a v a c K is an eigenvector

T a v a TCvl a i v t ar
U w

Eigenvectors Corr to dit einevalues are linearly

independent



uh y in 12 two eigenvalues t 1 12

Assume Vi Uz are eicunchers that are not

Lin independent vq

Tv in Vn

Tvc AzVz

i i
k

Eigenvectors that core to the same

eigenvalue do not need to
be independent

Simple example V eig c v eig but

v and c u are not Liu incl

They can be tin independent

Eary Kapu A I then every vector

is an eigenvector of eigenvalue 1

I n v

The eigurpace Ell T is always a tin subspace of V

Props For finite dim US the following statement ore equivalent

i A eigenvalue of T

bi T AI not injective

Ciii T II not surjective

iv not bijective



PI Suppose V is finite dim T c 2cm and dy fm

on distinct eigenvalues of T Then a sum of eigenspaces

E lait t El 121T t t E Cdm T

is a direct sum In particular

dim Ect N t dim Elton T I dim V

theorem Every operator T V s V on a finite dim complex

vs has at least one eigenvalue

ProofLet no dinnV Choose a vector re veto Then the set

Tv Tlv Thr

has to be linearly dependent
it consistsof uti vectors in

an n dim space Find coefficients ao an a such that

aorta Tr t t au Tur O

Now consider a polynomial on with these coefficients

p z i Ao t dy Z t t an 2 X
h and M

Ovo G we can factoria it causediffert

pet c 2 dal Ct 121 z 1mV



Hence D do v t an Tv t t au Thr

Cao t ar Tt t au Tn

c T t Il T t Il T IMI

c T t IIF t Il T ta Il v

v e her big operator

there must exist i e fo in such that

CT t Il not injective

di is an eigenvalue of T

Bu



 

charachristicpolynomial

Motivatien Av A A utu matrie
i

v t O

CA AI v O

s v E her CA DI

s rank A AI L n

def A AI O

Defy the characteristic polynomial of an urn matrix A

is defined as

Pa t Det A t I

Example A

der la t Il detff tf
an t a

out
a ai t

an E au E an an

t2 et an an an ant in 922



Observations

pact is a polynomial with degree n

Char pol does not depend on the basis

Proot Couridu A basis transformation matrix U

Want to look at clearpot of UA U h

det WAU n t E

def UA U
n t

dit U A t I U
t

det ul Det A t Il detfu

det CA EI

The roots of the characteristic poly correspond

exactly to the eigenvalues of A

Over E the clear poly always has a rooks

so the matrix has u eip.ie values not nee

distinct

A is invertible 0 is yet au eigenvalue

If 0 is an eigenvalue edu a v with

A v O v O

her Al ou trivial A not invertible



Let A c L V i eig of A then this an eig

of Ak

Let 1 be invertible d eig of A then

Ali is an liq of A
h

Beef For an operator A with eigenvalue 1 we define its

geometric L as the dimension of the

con eigenspace E h A

The nl mu1tipiity is the multiplicity of the

root 1 in the char poly

In general the two notions dead coincide

compuh.ge

write down the dew pol find the roots

m eigenvalum

To compute the eigenvectors solve the
liu system

1 x dx



 

Traceofamatriated
The trace of a square matrix A e F is the

sum of its diagonal elements
n

tr Al E aii
i n

Remarks i

tr 112 R is a linear operator

In particular tr CA 1 B tr A tr B

tr A B tr B A

tr CA B f tr Al tr B

trace does not depend on the baa's

Let T c LIV and H and W two bases of V Theni

tr Nci Vi tr LMCT W

The trace of an operator equals the sum of its

complex eigenvalues counted according to multiplicity

i

o
i non

wrt some basis h v

A

u

tr F E ti
ien



Curious little fachi Over 6 we can always

find basis of eigenvectors i A E truth ow G

g ca find represenhah d
a

a
diedF

n

tr F Eti Eaii tr CA
U n i n U in
C ER

EIR
indep
of base

Eli C IR

trace equals the negative of the
coefficient in frontof fun

in the dew polynomial

pact
the t t

tr A sum of eigenvalues if exist

del A product of eigenvalues if euro

Example Consider a rotation matrix

cos 0 siu Q
A

sing cos
of

A does not have any real eigenvalues



The trace is grim as 2 cos Q

the clear poly of A is
cosQ t s Q

put det A til det sino
µ t

cos Q t t siu't

t Zoos t cos 0 a sin Q

T2 Kuro t th y cos Q 4

A 4 cos Q r

the roots of the char pol 4CsinG

in
2coso t V2c.se

2

2

cos Q I E siu Q

the matrie has a degonal representation

Ini
tr Iff cos Qt i sinQ T cos Q Irina

2 cos Q



 

Diagoualization

BEI Au operator T e LCH is diagoualizablef

if there wins a basis of V such that the corn

weatria is decigoual

met fo in

Prod V finite dim A a LCU Then the following statearea

are equivalent

Ci A is diagonalizable

oil the dear pol pa can be decomposed

into linear factors

AND

the algebraic multiplicity of the rooks ef pi
are equal to the geometric multiplicities

Ciii If ha in are the pairwise distinct eigenvalues

of A then

V eight in eig A th



Triangularmatricest
matrix is called upper triangular if it has

me form

Prof Te L V D un vz in a basis

then equivalent

Cat M T D is upper triangular

b Tv C span 4 Vj Kj l u

n iii If L t.in
T i

ni f i ll it till
C Span Vr v2

Prope V cowpea finite dim US TE Lor Then

MCM has an upper triangular form for some basis



Prope Suppose Te L V V any finite dim US

has an upper triangular form
Then the entry

on the diagonal are precisely the eigenvalues

of T



 

Metric space

Definition Let be a set A function d Xxx R

is called a metric if the following conditions hold

K u v W E X

n d Ct y 0 if et y and

d Ct et O

2 die y d ly e symmetry

s dcu v t d Cu w z d cu w

U Vy

El W

DEI A sequence tune µ in a metric space X d

is called a Cauchy sequence if

HE O F N E IN f n m N dCtu Xml L E

e

x
x

x

A sequence Ctu n counges
to t C X if

HE 70 F Ne IN kn N dCeu e l C E



Notation an e lim Xu x
n

Sequence Cela tu In on X Jo 1

Herr Cain is a Cauchy sequence but does not

Wuwfl

Sequence Kulu tu L on I o 1

Here Caul is a Cauchy sequence that converges

to 0

Def A metric space is called k if every
Cauchy sequence converges

No Be u a c X I da u C E ball

Def A set U C X is called cloudy if au

Cauchy sequences counge and have theirlimit point
in U

A set U c X is called ope if
tf u c U F E 0 Be u C U

Set o IT is cloud

set TO NE is open

O m n
B Ju E utEE

A setU can be neither open nor closed

o n



HI A point a EU is an t of U if
there exists a E 7 O s th B Cu C U

U o A then x C To 1C are inhiorph

The topological of a set U is defined as

the set of points that can be approximated by

Cauchy sequences in Ui

w E UT c HE O 3 z EU dfw e ICE

Notation It is the closure of U

The topological interior of a set U is defined

as the set of interior points of
a

bohation U

The topological boundary of a set U is defined

as the ht Tt l U lihro.hn not always
consistent here

X 0 I sometimes one also reads
uh UO instead of

F o n view

Xo To A

boundary e FIX on

boundary cry e Theo fo if



Def A set U is in A if we can approximate

every x c X by a sequence in U Formally

Keef V E 70 Be Cx n U t

Example Q C IR is dean

Def 1 set U C X is bounded if there eeirts

D so such that fair C U d la v L D



 

Normed spaces

DeI Let U be a vector space A iron on V is

a function H H V IR such that He y c V te F

the conditions are true

NH Il 1 x Il I 11 Hall homogeneous

NZ Hexyl Elle 11 t Ily triangle inequality

NS 11 11 0 x 0

NG 11 11 0 T O

h n is a semi n orm if N1 N1 on satisfied

lu e norm x length of x

distance eco

Exaupies Euclidean worm ou Rd 11 11 e
2

p

Normicouaidv
Vi Ird Deline h Hp Rd 7 IR

Ux Ilp El lait P for o c p ca

U lip is a norm if p 21



Unit balls the unit ball of a norm is the

set of points such that norm E 1

Bp is x c Rd UxAp E l

Example 112

ball couree court not coeval

it

p 5 p O n

te
it



Def Helly Max 1 til is a norm

H x ko i number of non zero coordinates

d
E H

xi toien

Hello is not a norm



 

Equivalentuori

theorem All norms on 112 we topologically equivalent

If U ka and U l b
i IR IR are two worms on 112

then there airt constants a f 0 such that

b x c 112 all alla E Helly E p Hella

Proof W.l.org we prove that if Hell is any norm on 112

then it is equivalent to U ka ou IR

Firstinequality F c o i ka Hall E Cn 11 11

Let x Ee e the representation of x in the

standard basis of
Red

11 11 11EI ei ei Il

E H xieill

E Ix il Heil
i w

E Ilkka

E E Hella Neill
i

Hello E Heil

w
Cy



i FoVo

Let Si f e e Ird I 11 11 a be the unit sphere wrtd.ly

Consider fi S s R x n 11 11

The mapping f is continuous Wrt H Ug

this follows directly from the fact that

I fol fCy I I Il ell Ily I
E Il r y Il E c He y m

The S is closed and bounded thus by theorem of

Heine Borel S compact Any continuous mapping

u a compact net takes its win and
wax

Ez min fee f e e s

res un Il IH HE I IIa
in
7 Ez

4x4
Cz E

hello

11 all E Iz UKa
ur

Cz i Cz

Hello E Cz Ht Due



 

Couversets unitterns

Def Consider a real VS V S C V S is called

count it f t OE te r and te yes

t x t r tty e S

1 I
Intuition

t o

Bet A at C c V is called symmetric if
e C x c C

for



Theory Let E o Rd closed convex symmetric

and has non empty interior Define

p cel inf ft so I e C Then

in f f t o l e e f c this might be more
intuitive

p is a semi norm If C is bounded then

p is a norm and its unit ball coincides with C

that is C x and I put E r

2 For any worm Il H ou Nd the set E x CINDI Hale El

is bounded symmetric cloud convex and has

non empty interior
points

on
the

boundary
I have

her in
A

X ie
X so that I reach X

Prost fpexiiswelldefi.TT
want to prove given ee Ird He set ft o f f C

We are going to prove I E 20 such that

Beco f e e 42 delle CE C C

o



By am C has at least one interior point

e co F E such that

Be Crl c C

t Boccio ve e l e c Recoil

By symmetry ve e E C free C C

By convexity Cute f f r e e e C

s B co C C so the set c so IIe c C

is non empty

the iufiu.mu of if It o l E c C exist

because Se C IR O is a lower board

Now we need to prove all axioms of a worm

p To
Have seen O E C

At 70 of O E C

int t I f e c O

pro't O

p 1

For all x so we have



pea x int ft o l E e c c
s

a

int a s o I f c c

a iuffs ol f c C

p x x d pal

By symmetry we also get

PC H ink t of c c E Eec Eec

ink t so I E e c pix

combining the two stakuts gin
homogeneity

inequality courier x y e Nd s E 20 such that

f a C C C

06Wh Eet t stye n Thus by convexity

Et Ft Et E C

Lm L in

EC c

two scalars that sum up to A



wpa
petty inf fu o I c c

kinffs off c c e infft ol Eec
put pcy



 

Et Ft Ie e c

t e y E C

su

piety int u 01 e c E no

set
in un

put pcy
s was chosen such that e C

Yt
E

C C

Consider a sequence Si e µ
such that

EC and si peril

Similarly ltilien such that c C and ti speed

Bey the argument above we know that

ki i pceey E si e ti
in un

y y
pal pay

petty E pc 4 t pcyl



 

i

pase o inf ft so I c of O

there exists a sequence tie µ
such that

th 30 and fu c C th

Now assume that e t 0 Then the sequence

Eu uan is unbounded tf contradiction because

Ci bounded

Dead



 

Examplesefuormedfunationpaces
Space of continuous fats

Let T be a metric space
EbCT f T R I f is continuous and

bounded

As norm on Eb T we now use Fc EIR
Kt ET If Cfl L c

k f ka is sup l fail
1 ET

Then the space Eb Ct with uorm Il Un is a

Banach space

i

need to check vector space axioms

norm axioms

Completeness follows from the fact that II lip

induces uniform couwfince

Space of differentiable functions

Let ca b C IR El Ca b f a b 1121 f is cour
differentiable

Which norm

Consider It Hoo With this norm E is not complete

limit function

1



Consider Hfa sup Mae f l fail If f I

te Caio

1114111 11411 Hf'll

C Caio with any of these
two norms is a

Banach space



 

Countructinglpspacies

Consider Cb Caio with the norm
b

Il fkn If CHI dt
a

can see k Hn is a norm

guy µ space nor upeh
XT

consider R Cab of all Riemann integrable function

D Cir au with Il Il

ii aim a minora

norm it is not true that

k fa so f o

e ff dt O
but ft 0

Lp space

Lp Caio f f a b R f measurable

Ifl P d t c a

IfctilP It

for l k p 2 a



flip If IP di
VP

PIo I flip in a semi norm on Lp

Proof a Vector spece clear

semi worn i oburn 11flip O f 0 almost
everywhere

so we donot have that ftp.O sf O a e

ih2 Lp is complete under A hp

Proof If f it is µ is a Cauchy sequence in Lp
then want to prou Met him fi c Lp

i

This is equivalent to proving the following

Let fi be a sequence such heat

00

a E Il filip c

ife2umff linkup

Define
a

j El fit
i n

Noh this might not yet be a well defined fat
from ads to 112 might be at certain points

n E I fit c Lp



B Minkowski Minh asc t
def

11gin lip
11 Eh til Hp E Ii 11 filip a

fu g monotonously

By theorem of monotonic couwpuce g is measurable

and we have

him Join di E fling Idt
u so

hydest Jyp da

p
a

a a e Niac is Hur aids a ut N
I

of measure 0 such that ou a b IN is finite

Now we can define

g t
5 t to Ca DIN

O te N

E L p
N

Frou mis it now follows that f Ctl E fi Ct ten
in

aims For ta N we out f CH O

Now f is measurable and in Lp



because Ifl Pdt E ng
P da Coo

Finally I fu canvas to f in k Kp

because of the theorem of dominated convergence

DM

FromLptp
We constructed a space Lp with the Lebesgue integral

as a semi norm this means

gim f C Lp we can change the q values of f

in a stop measure 0 mulling in F but the

worm does not see a diffence r

f Fll 0

Theine equivalence relation

f n F f F a e

Formally N her H Hp f f C Lpl HfUp o

is a subspace of Lp

Lp Cab Lp Gb
µ



Elements function in Lp ore equivalence

classes f awaiting of all functions that

coincide a e

It does not make sense to evaluk

f o beeanu o has Lebeguemeasure 0

Define a norm on Lp by

11 f Hp A flip
in ur
new old

This worm ipod is well defined if f F e f

then It ftp.llfllp

this worm is a norm beeanu

Il Cf Up O f o

Conclusion Lp with h Hp is a

Banach space

For simplicity in future we write Aflip for NC f Hp



 

Scalerproduct
HI Consider vector space V A mopping C VtV SIR

is called a scalar product if

linearity
S1 44th y ten y t Lte 47

21 L de y e d Le y

symmetry S3 L x Y Ly e if ou IR

toys Ly if ou 6

complex conjugate

por S4 Crick Z O

def Ss Le es o s e O

X

Examples i Euclidean scalar product on
112 x in y fYu

n

x y E xiyi
ien

Ou E ti Y Fifi'T
b

E Cais i f g fat galdt
a

is a scalar product but space would not be complete



Def A vector space with a norm is called a

gce If a normed space is complete

each Cauchy sequence couwpers then V is called

a Bauachspace A VS with a scalar product is called

a pre Hilbertspacem if it is additionally complete

then it is called Hilbert space

Scalar product norm

1
Consider a US with a scalar product

c Define

U U V IR as then H H is

a worm ou V the worn induced by C 7

The other way
round does not work in general

norm metric

Consider a US V with worm U Il then

d Vw R dCeidi H

is a metric on V themetric induced by the norm



The other direction does not work in general



 

Orthogonal basis and projections

the Courier a pre Hilbert space V Two vectors

in ve E V are called 0 11 if Cvn vz 2 0

Notation Va I Vz

Two sets Va Ve C V ar called orthogonal if
It v EV V vz CVz i Ly Vz 2 0

Vn span er ez ez
pyEV2 IfVz span e

standard Euclideanscalar e en
product Then E Un

Un I Vz

Vectors are called orthonormal if additionally the two

vectors have worn 1

L Va Vz 7 O

Hull 7 11oz11 1

A set of vectors 4 vz un is called orthonormal

if any two
vectors are orthonormal

For a set S C V we define its orthogonal complement

St as follows St que v I v Is tr e s



Remain We are particularly interested in orthogonal orthonormal

bases of a space
In an orthonormal barn's up un

the representation of a vector V is given as

u

E s v Ui 7 Ui
is a

Orthogonalprojechi

DEI A c L V is called a projection if A A

blue vector gets
projected on red
c

M f let U be a finch dim subspace of a

pre Hilbert space
H Then there exists a linear projection

pu It U and her Pu Ut Pu is then

called the ereprojeh.eu of It on U

Construction Let u m be an orthogonal
basis of U
U

U vis
Deline par V U by pu w E ri

i n via



Wintuition
ni
i

µ
V

if 1hr11 1 then 11 Prowl 11 1 v w I
L cos he 1

In particular C v w Cos d

Reh tu au orthonormal baa's Un uh the

representation of a vector v ie given as

h

E Lv Ui 7 Ui
ion

GramSchmidtorthalization
Is a procedere that takes any

basis rn un of a finite

dim US and transforms it into another basis Un un

that is orthogonal



Intuition iterative procedve

Steph un IIµ
Un spaufu

Steph Assume that we already identified us un

Project rn on Un n and keep the rest

Ini Un Puan Vn
a

Reuormalize
r

k Hui g JTh
un

Worhi would need to prove that shipped



 

Orthogoualuatri

DEI let Q e 112 be a matrix with orthonormal

g column vectors Wrt Euclidean scalarproduct Then Q
S
T is called an orthogoua.CC 1matrix

If Q E E and the columns are orthonormal
Wrt the

standard scalar product on Eu then it is called

unitary the literature is not completely consistent whether

an orthogonal matrix needs tohave rowsfools

of norm 1 In any case the definite.euonly
makes sense if the matrix is of fair
See also I below

Exams
Identity f 9

Reflection f

a Permutation of coordinates 9 f
cos Q sin Q

Rotation

sing cos
of

Retaken in IR

Rohahien about one of the axes

1 O O

non 1



General notation can be written as a product

of elementary notahleus

Properties of orthonormal matrices
Q

alums are orthogonal rows are orthogonal

Q is always invertible and Q Qt

Q realizes au isometry Krell HQull Hull

Q preserves angles L Qu Qu Lu v Kun eV

I def Q I A

the respective properties also hold for unitary
matrices µ

U
n CTE

theory let S c L V for a real Vs V Their equivalent

Ca Si au isometry sull Hull V ve V

b there exists an orthonormal basis of V such that

the matrix of S has the following form

n fooooo
o



where each of the little block

either of a AAA matrix I a real number being

1 or 1

e or of a 2 2 rotation matrix

cos G nin Q

sin 0 cos Q

A Orthonormal us orthogonal

consider the projection matrix A Oz the columns are obviously

not orthogonal The rows formally satisfy
that 481 I O The

property that rows orthogonal cols orthogonal does not hold here But

note that A is not an orthogonal
matrix because the latter requires all

rowsfools to have
worm 1 in particular also full raceh



 

Symmetricuentrices

DeI A matria A C 112 is called symmetric if A At

A matrix A e E is called he au if A A
t

Prof let 1 E E be hermiteau Then all eigenvalues of A

are real valued Eigenvectors that correspond to different

eigenvalues are orthogonal

If A eigvalue of A with eigenvector x then

7 C Ix e A
hemihan

C x Ae 7 C x d x Ic

I I E R

tn xn Cta El are eigs of A Then

7 as above dzC z7

O An Lte ez 12L in Xz

in Az Lte Xz

either in iz

or it tr I t z then Len ez 7 0

xn 1 Xz
Dae



Det Au operator T C L V on a pre Hilbert space U

is called selfadjoint if

Tv w 7 Lv Tw

Sometimes it is called a Hermitian operator on 6

symmetric operator ou 112

Over E self adjoint operators are represented by

hermiteau matrices On 42 self adjoinhop are represented

by symmetric matrices

Pref T G L v self adjoint Then T has at least one

eigenvalue and it is real valued

holds both ou E and 112

P sketch n dim V Chose v t 0 and consider

v Tv Tv T v

These vectors have to be Liu dependent Cute
vectors dim in

There uit ao au do v t ar Tir t t au T V O

Consider polynomial with these coefficients

a e ar X t ar I t t au x



c x beet a Cecebuxton x ht le tin
quadratic terms linear

Replace the e by T

0 ao tant e taut v cc I C

quadr Liu tous

New can prove the quadratic tears are invertible and we are

left wth at least one linear factor

O T t Il T du E v

There needs to exist at least one i such Keat T t I

is nod invertible Thus Xi is an eigenvalue of T

Da



 

spectraltleeoremsforsyui.me hermit'our

matrices

therm A symmetric matrix A c 112 is

orthogonally diagouacicable
there kicks an orthogonal

matrix Q C 112 and a diagonal watria De IR s h

A Q D at
n

tE di gigi
ien

Proofs Ghetch

By induction ou n dim

Banyan n hi

n r h

A symmetric A has atleast one eigenvector U

U spaufu U is invariant under A

Consider Ut and the restriction of A to Ut

On Ut A is again a symmetric operator

and dim Ut u l

Apply the induction hypothesis on this space of din n r



Does the job
Dom

Compleewsion

them A hermitian matrix A e E is

unitarily diagoualizable
there exists a unitary matrix U

and a diagonal mafia D s th

A U Diet

In particular the entriesof
are real valued



 

Positivedefinitematicies

Def A matrix A c 112 is called

semidefinite

positive definite pd if Kx ER et 0

et Ax o
Z

Bet A matrix A c 6 is called a Gram matrix

if there exists a set of vectors ve un E G s.hr

air L ti t Note Grain matrices are humilian

similarly ou 112 their Grain matrices or symmetric

Over E we have that pot self adjoint

Ovo IR this is not true

Example
A In 4 ou IR if

d Axe to
So A is pd but not symmetric

over G the same matrix is notpot
because t ee can benegative



uru
A E E hermiteau Then equivalent

Cil A is psd pd

Ii An eigenvalues of A ar I 0 Zo

iin the mapping C S i E e E E with
A

C x y a It A
Satisfies all properties of a scalar product

except one if x x A
e O Kei does not

imply X O

this mapping is a scalarproduct

iv A is a Grain matrix of u vectors
which are not necessarily liu independent

which we live independent

Ai Lei Xj

Rootsofpsduatriies
theorem Let A c R be symmetric pod then there airts

a matrix B c IR B pool such that 1 B

Sometimes B is called the square rootof A
sometimes denoted

as D A



Proof Spectral theorem
t

1 U D U diagonal

psd eigenvalues Z O

in
D o y

di 20

Define TD is

q
and set

B e UTD U Does the job Due



 

Variatiaractviation of
eigenvalues

Let A e 112 be a symmetric matrix

Rai R Vo
IR e atte

is called the Rayleigh coefficient

propy Let it be symmetric let la Etz E E ly

be the eigenvalues and in Va the eigenvectors of A

Then

Ra i i hi in

Max Rae max xtAx in attained at un

KER 11 11 1

Intuition Assume 1 is expressed in terms of the basis in i Un

A Let y be a vector also represented

in this ban's

y YrUn T Yzvz t t Yu un



ytAy In y t t day

Among the vectors g f Fn

the smallest result of ythy would be pine by

the vector and the value would be 1

Vn

More purved poet sketch Assume we start with the standard

basis let Q Ya be the basis transformation

observe Q orthogonal we have

A Qt A Q with A diagonal

For a vector x
u

in the original bars we now consider

y Qtr A Y

at
Catrett att Q Q1 ate et a

ReyA
fate

t
ate

Te T

et A QQ rat A x tax t taxi
t 11 11

xtQ Q xx

min Rey min aren't t t.eu

Kyker 11 11 1



This min is attained for x f that is

y Q un with value RCyl in

PIP
Consider the problem

min R cel this problem is solved with a vz
11 11 1

e L v R uz't 12

lut u Consider operator A restricted to the space

Vat span in
t

We know that on this

space A is invariant and symmetric so we can

apply Rayleigh to this smaller space

Un't span k Vu

If we apply Rayleigh to hit then we get

the soletheirs 12 Vz

theory Miu wax theorem Courant Fischer Weyl theorem

A E IR symmetric eigenvalues la E E du Then

the min max RACH
7 U subspace x CUYO
dim U k

Max min
U subspace eeug.gg

KA Ct

dim Us n k it



Intuition for can of k I

Guandu the subspace U spanned by vr v2 Vy

By me www.t similar as
before

max RACH s dy attained at y
x CU

Consider another subspace for example spanned by Vg Vg Yo

max Kaul X ro
ee U



 

Singularvaluedecomposition

Proposition Couridv A E R of rank r then we can

write A in the form

www

fmujqYa q aeua auee

germ is diagonal

m me not

Exactly r of the diagonal values on Gz an non zero

II Di

HE
right singular
t vectors

1 t
left singular Gi singular
vectors values



men

Given Ae 112 we consider

in X h

B At A E IR

nun with

Obure o B is symmetric

Ata At At At A

B is positive semi definite

et Bx Le Be 7 L x ATA x 7

2 Ax Ax 7

11 Aek E O

fo here airts an orthonormal basis of eigenvectors

x q with eigenvalues 1 Z O

Deline

E diag Cri j e 112

where ri Vdi

U ti matrix with alums

ri AI
Gi

o V Yi matrix with ei as columns



Now we need to show that with these definition

we have A U E Vt

Sketch

Colume of U E are given as

Jiri Oi
A

Arai
ri

Now multiply with Vt

rows of Vt are the Xi

uploit that if it j then x I x and he ll 1

the terms conoiding of i j with it j cancel

the term with i j will result in a factor of l

So we will be left with matria A

keydiffeenSVDmdec.gs
SVD always exists no matter how it looks like

U U are orthonormal not true for eigenvectors in general

singular values are always veal and non negative

u.tn
If A E IR is symmetric then the AD is

nearly the same as the eigenvalue decomposition

ti ri are the eigenvaluesfirectors of A then



Itil avi are the singular values vectors of A

In particular left and right singular vectors are the same

Left singular vectors of A are the eigenvectors of AA'T

Right Ata
Ata

d E O is a eigenvalue of AAt

VI 10 is singular value of A



 

Matrianormse

Given a matrix A c Rm Define the following us me

Il A ma
11 All

up.ge

aijlHAllni
Elaijl

A
F gait VtrAtAT
f

Frobenius where Oi are the

norm singular values of A

U Al
z Gma A where 6mA is the largestsingularvalue

11 tell
mat Euclidean norm on vectors in Rm

x 40

operator worm spectral norm



kauh h opproeiw.at

Given matria A UE Vf entries on Oz sorted in decreasing

order b c IN Now we are going to define a new matrix Au

by the following procedure

A 1111111
F

take first leads of U

3

More formally
w

t
An E ri ai Vi

i n

trop Lef B be any rank h matrix C 112 then

I i imm mi

T



Propes For any matrix B of rana k BE Ruth

ii
Ah is the best naut h approximation in operator uorm



 

Pseudoin

Definition For A c 112 a pseudo inverseof A is

defined as the matrix A E 112 which satisfies the

following conditions
if it wouldbe iuntiblef Id ingeneral
AA h Id A A A A

Cal A A A A
w
Id in rural

A A A y

nearly inwse

3 AA It A A

a a
t

a I
symmetry

Intuition A is a projection from R IR

a Ey

Cannot invert obviously inverting would mean

to reconstruct the originalpoint

But I could invent a reconstruction

for example R 1122 1123

new it
Now we have A RA A

11
1 A A A



Proposition Let A c IR A U E V it SVD then
1

or

A
t with E e R s on

A NEii if Sii to

ii
o otherwise

Intuition Assume A c IR inwhite assume it has

eigurdecomposition 1 UD Ut Then

All entries in diag D are f 0 eigenvalues o

e A
h U D

n Ut with

t

Hii
2

n

Proof easy just do it



 

Operation

m X Y normed spaces Ti X 34 linear then

the following statements are equivalent

it i
Ciii T is bounded

F M 0 He c X 11 Tell E M 11 11

iv T is uniformly continuous

VE 0 For 0 Week KyeX
Hr yd car a Te TyK L E

ten

Def X 4 normed spaces Ti X s 4 linear and continuous
11Tell

11 T H ie sup e sup Il Tell sup Kirk

eq
HX eek eek

11 11En 11 11 1

is called theorem of T

Observe coincides with the matrix worm

N Hz as we had defined it earlier



Example

Evaluakon opeahr T Eco is IR Tf fro
As worm consider 11.11g on Eco I I ou IR Then

11TH A lift If a I
sup sup fief's.ee I
feea.is ft H ft

ad T i E Con IR Tf offal df

with the same norms as above T is coat and has

11511 1

Differentialoperati D C on econ f rs f

e Couaidu H Ha ou E and E Then D is linear

but not continuous

Coacidv 111flu 11 flint Uf'll on et with this

worm D is continuous and bounded



 

Dualspacelinear
Definition V US T V F is called a functional

Given a vector space V the algebraic d k cousinly

of all linear functionals ou Vi

VA ie L V F

If V is a normed US then the space of all linear

continuous functionals from V to F is called the

topological aceV of V

Remark If V is finih dim then V't V beanse then linear

mappings are always continuous In general this is not true

We endow the dual space with the operator
urn

11Tell
11TH sup

X CX 11 11

Pv en V is a vector space and the operator worm is

indeed a worm ou V

Props If V is a normed Vs but not necessarily complete

then V with the operator worm is a Banach space



Examples

K C CR compact set E K space of court fats

with K Ha then E Kl is equivalent to

the space M K the space of all Radar measures

ow K

S c R measurable set A E p Cao q sacs
that

F t 1g 1 Them the dual af Lp s is given

as 29 Cs

Riesz eu

theorem H Hilbert space H its dual then the

mopping 0 It It y c y

is bijective isometric and satisfies te I y

Stated differently for any mapping e H there exists

a unique y E
H such that x x Ce y



Adjointoperatore

Def Let Ta L He He Hr Hz Hilbert spaces Then

Hive exists an operator 1 Hz An such that

Tx y 7 2
L x T

y a

for all ee Hn y c Az 1 is called the adjoint aft

In the existence of this operator is a consequence

of the Riesz representation theorem

DEI tu operator Ti H s He is called self adjoint

if Tx y Cx Ty 7


